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Image Deblurring
Moving object

Camera shaking
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MAP-based Methods

*

Linear and uniform

y = x * k + n
Y: blur image
X: sharp image
K: blur kernel
N: noise
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Deep Learning Models

CNN



Deep Learning Models - Challenges
Kernel 

overfitting

CNN



Our Work

- Generalize MAP-based method
- Leverage neural networks
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y x k

Assumptions:

: Blur operator parameterized by k



Our Work

: Extract blur kernel k from (x, y)
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Our Work
Find F and G Blur SynthesisBlind Deblurring



Kernel Encoding

• F and G are implemented 
by two neural networks.

• For (x, y) ~ Pdata(x, y). F and G are 
jointly optimized by minimizing the 
objective function:
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Generic Image Deblurring

• X and k are alternatively optimized 
by minimizing:

Regularization term

fix x, optimize k

fix k, optimize x

• Deep Image Prior:
• Replace x by
• Replace k by

DIP x

DIP k



Domain-specific Image Deblurring

Pre-trained 
StyleGAN

Regularization term



Blur Synthesis

G(x1, y1)

(x1, y1)
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Blur Synthesis
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Experimental Results – Kernel Encoding

(x1, y1) (x2, y2)
Kernel 8
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Experimental Results – Kernel Encoding

Blur transferring performance on Levin dataset



Experimental Results – Kernel Encoding

SRN performance when training on blur-
swapped dataset
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Blur

SharpOursSRN

SelfDeblur DeblurGANv2



Experimental Results – Generic Image Deblurring



Experimental Results – Blind Image Deblurring
Blur
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SelfDeblur
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Experimental Results – Blind Image Deblurring



Experimental Results – Blur Synthesis

Source sharp Source blur Synthesized blur



Experimental Results – Blur Synthesis



Summary

• We have proposed a method to encode the blur kernel 
space of a deblurring dataset.

• We have proposed some applications of the blur 
kernel space.

https://www.vinai.io/publication-
posts/explore-image-deblurring-via-

encoded-blur-kernel-space/

https://github.com/VinAIResearch/blu
r-kernel-space-exploring

Code Paper


